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This paper presents a method of dimensionality reduction in Tamil language speech 
recognition system. The method uses Linear Discriminant analysis (LDA). The intent of 
using LDA is to reduce the training time of the acoustical model also reduces the size   of 
the feature vector. In General an automatic speech recognition system uses high 
dimensional acoustic vectors for train the system. LDA converts high dimensional acoustic 
feature vector to low-dimensional acoustic feature vector. The system uses the standard 
ELDA Tamil corpus. An automatic speech recognition system using LDA produces better 
result than the other dimensionality reduction techniques such as Principal Component 
Analysis (PCA), Multi dimensional Scaling(MDS), Locally-Linear Embedding(LLE) used 
speech  recognition systems. 
 
 
 
 
 
 
 

INTRODUCTION 
 

Automatic Speech Recognition (ASR) is to convert a speech 
waveform into textual form. The problem can be defined as 
finding the most probable sequence of words W given the 
acoustic input O which is computed as: 
 

ܲ(ܹ|O) = (\)()
()

                                                          (1) 
 

Where 
P(O\W)/ P(O) – Emission probability, 
P(W) – Prior Probability 
 

Given an acoustic observation sequence O, classifier finds the 
sequence W of words which maximizes the probability 
ܲ	(ܱ|ܹ	).ܲ	(ܹ	) The quantity ܲ	(ܹ	), is the prior 
probability of the word which is estimated by the language 
model. ܲ	(ܱ|ܹ	) is the observation likelihood, called as 
acoustic model. 
 

Commonly in speech recognition system uses acoustic vectors 
in the high-dimensional space can be created by concatenating 
the MFCC representations of multiple consecutive frames.  In 
this paper we apply the low dimensional acoustic vector for 
discrimination of different phonemes, which can be used 
within the speech recognizer and Low dimensional acoustic 
representations achieved by dimensionality reductions. There 
are a couple of benefits to using the dimensionality reduction 
technique.  First of all,  it can dramatically reduce the word 
 
 

error rate.  Second, it also makes the decoder faster since it 
reduces   the dimensionality of the features, and also reduces 
the size of the acoustic model. 
 

Many dimensionality reduction methods have appeared which 
can be categorized into linear (e.g. Principal Component 
Analysis (PCA), Multi-Dimensional Scaling (MDS) and 
Linear Discriminant Analysis (LDA)) and non-linear (e.g. 
Locally-Linear Embedding (LLE), ISOMAP, Laplacian Eigen 
map, Kernel Principal Component Analysis (KPCA)) 
dimension reduction methods. The differences between these 
methods lie in their different motivations and objective 
functions. Linear transform can be expressed as 
  

ݕ =  (2)                                                                                 ݔ்ߠ
 

Where 
y – A feature vector in the reduced feature space, ݕ	 ∈  		.ܴ	
X – Original feature vector, ݔ	 ∈ 	ܴ݊. 
 × Transformation matrix. The transformation matrix is a n – ߠ
p matrix. The goal of all feature reduction techniques is to 
find the optimal value with respect to some optimization 
criterion. Linear Discriminant Analysis and Principal 
Component Analysis are two effective methods for 
dimensionality reduction [1]. 
 

Linear Discriminant Analysis easily handles the case where 
the within-class frequencies are unequal and their 
performances have been examined on randomly generated test 
data.  This method maximizes the   ratio of between-class 
variance to the within-class variance in any particular data set 
thereby guaranteeing maximal separability [2]. The use of 
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Linear Discriminant Analysis for data classification is applied 
to classification problem in speech recognition. It can be 
defined    as 
 

ߠ = ݔܽ݉
ߠ

|ఏ௦್ఏ|
|ఏ௦ೢఏ|

                                                                    (3) 
 

Where 
 

   – Scatter matrix Between-classݏ
௪ݏ   -  Scatter matrix within-class 
 .Transformation matrix  - ߠ
 

Principal Component Analysis (PCA) is a dimension-
reduction tool that can be used to reduce a large set of 
variables to a small set that contains the information in the 
large data set. Principal component analysis (PCA) is a 
mathematical procedure that transforms a number of 
correlated variables into a (smaller) number of uncorrelated 
variables called principal components. The first principal 
component accounts for as much of the variability in the data 
as possible, and each succeeding component accounts for as 
much of the remaining variability as possible [3]. The 
objective of PCA is to reduce dimensionality by extracting the 
smallest number components that account for most of the 
variation in the original multivariate data. The first 
component extracted in a principal component analysis is 
 

	1ܥ = 	ܾ11(ܺ1) 	+ 	ܾ12(ܺ2)	+	. . . . . . .  (4)                (ܺ)1ܾ
 

Where 
 The first component extracted – 1ܥ
 The regression coefficient (or weight) for observed – ܾ݅
variable p, as used in creating principal component 1 
 .The subject’s score on observed variable p – ܺ
 

Related Work 
 

Many Techniques were implemented to reduce the 
dimensionality of the acoustic feature vectors. Principal 
Component Analysis (PCA) to map the variance of the speech 
material in a database into a low-dimensional space, followed 
by clustering and a selection technique [4]. A unified 
algorithmic frame-work for solving many variants of MDS 
[5]. Locally-Linear Embedding (LLE) was presented 
including faster optimization when implemented to take 
advantage of sparse matrix algorithms [6]. The largest 
improvements in speech recognition could be obtained when 
the classes for the LDA transform were defined to be 
subphone units [7]. 
 

Problem Statement 
 

PCA does more of feature classification and LDA does data 
classification. In PCA, the shape and location of the original 
data sets changes when transformed to a different space 
whereas LDA doesn’t change the location but only tries to 
provide more class separability. LDA also helps to better 
understand the distribution of the feature data [8] [9]. The 
discrimination capability of LLE is less compared to LDA. 
Compared with unsupervised methods MDS, LDA is prone to 
over fitting when the training data set is  small and the 
dimension is large .In this experiment we  apply this 
dimensionality reduction technique   LDA on Tamil  
Language. 
 

Linear Discriminant Analysis 
 

Linear Discriminant Analysis (LDA) is a technique used for 
dimension reduction. Unlike PCA and MDS, however, it is a 

supervised learning algorithm. Therefore, it considers the 
class labels (i.e. in addition to knowing a data point’s 
coordinates, the algorithm takes into consideration the point’s 
group membership, whether it be in terms of gene, sample 
condition, or other factor). When reducing the dimensions, 
LDA seeks to maximize the separation among the different 
groups by preserving as much as the class discriminatory 
information as possible [10] [11]. This means that we must 
have some measure of the separation between the groups. One 
possible way is to maximize the distance between the means 
of the groups when they are projected onto line. As seen in 
the Figure 1, maximizing the distance between the projection 
means does not always maximize the distance between the 
groups because it does not take into account the variability 
within each group. Instead of this naive approach, LDA 
maximizes the distance between the projection means while at 
the same time minimizing the scatter within the group 
(Figure2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
System Architecture 
 

Figure 3 shows the architecture of automatic speech 
recognition for Tamil language using Linear Discriminant 
Analysis. The training data is given as input to the feature 
extraction; it produces the high dimensional acoustic MFCC 
feature vectors. Using LDA this high dimensional acoustic 
vectors are converted into the low-dimensional acoustic 
vectors. Low-dimensional acoustic vectors reduces the 
training time of the acoustical model also reduces the size of 
the acoustical model [12]. Train the acoustical model by using 
low-dimensional acoustic vectors we can get posterior 
probability for each phoneme. Decoder uses the posterior 

 
 

Figure 1 Class Separability and distance between the mean 
 

 
 

Figure 2 Variability and distance between the groups 
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probability and prior probability from the language model 
recognizes the word from the test data. 

 
 

Figure 3 Architecture of automatic speech recognition for 
Tamil language using Linear Discriminant Analysis 

 

Algorithm of Linear Discriminant Analysis 
 

Step 1 Represent the training data set as matrix consisting of 
feature in the form of given below 
 

Step 2 Compute the mean of each data set and mean of entire 
data set. Let µ1, µ2, . . . . , µ݊  be the mean of 
,1ݐ݁ݏ ,2ݐ݁ݏ . . . . . . ,  respectively. µ be mean of entire data ݊ݐ݁ݏ
which is obtained by merging  1ݐ݁ݏ, ,2ݐ݁ݏ . . . . ,  .݊ݐ݁ݏ
 

	ߤ = ×	1	 +	1ߤ	 2	 ×, . . . . . . . . . ×	݊,  (5)                       ݊ߤ	
 
 

Where 2,1, . . . . . ,  Apriori probabilities of the classes – ݊
 

Step 3 In LDA, within-class and between-class scatter are 
used to formulate criteria for class separability. Within-class 
scatter is the expected covariance of each of the classes. The 
scatter measures are computed using (6). 
 

ݓݏ = ∑ ×	݆ (	݆ݒܿ)	                                                           (6) 
 

	݆ݒܿ = 	 	݆ݔ) − 	µ݆	)(݆ݔ	 − 	µ݆	)ܶ	                                        (7) 
 

Step 4 The between-class scatter is computes using the 
following equation 
 

	ܾݏ = ∑ –	݆ߤ)	 (ߤ	 	× –	݆ߤ)	 ܶ(ߤ                                            (8) 
 

Step 5 LDA maximizes the ratio between-class variance to 
the within-class variance with this definition we can easily 
formulate the optimization criterion, namely 
 

ߠ = ݔܽ݉
ߠ

|ఏ௦್ఏ|
|ఏ௦ೢఏ|

                                                                   (9) 
 

Step 6 Apply the transformation matrix in (2) to get the low 
dimensional acoustic feature vector. 
 

Experimental Setup 
 

Speech Corpus 
 

The ELDA Tamil Speech corpus was used in our 
experiment.80% of the data used for training and remaining 
20% of the data used for testing.  The parameter of the ELDA 
speech corpus is, sample rate-16kHz and 16 bit, wave format- 
mono, wav. 
  

Feature Extraction 
 

The feature used in this experiment is 12th order Mel 
Frequency Cepestral Coefficients (MFCC) and an energy 
Coefficient along with their first and second temporal 
derivatives [13]. Here frame length is 25ms and a frame shift 
is 10ms for extracting the feature. Each speech data is 
transformed into a sequence of feature vectors consisting of 
the Mel-Frequency Cepstral Coefficients    (MFCCs). 

Dimensionality Reduction 
 

Compute Statistics 
 

Statistics like mean vector and scatter matrices are computed 
from the feature files.  The mean vectors      are µ1, µ2, . . . . ., 
µn for each class compute from equation .The scatter matrices 
are sb-scatter between-class and sw-scatter within-class 
compute from (6) and    (8). 
  

Transformation Matrix 
 

With the mean vectors and the scatter matrices being 
computed, LDA finds the Eigenvectors	ݏ −  which ,ݓݏ1
together make up the optimal transformation. 
 

Generate New Feature Files 
 

Optimal transformation is known; by applying this optimal 
transformation to each file in training corpus low-dimensional 
acoustic feature can be   obtained. 
 

Acoustical Model and Decoding 
 

Low-dimensional acoustic feature vectors are trained by using 
the HTK toolkit.  The acoustical model     is trained from the 
following steps. 
 

Create Prototype Models 
 

At first it is necessary to specify the design considerations i.e. 
the number of states, the transition matrix and the parameters 
for the observation pdfs [14][15]. This is done in form of an 
HMM prototype file. 
 

Model Initialization and Re-estimation 
 

In the next step it is necessary to find good estimates for the 
HMM model parameters. This is realized by using the tools 
HcompV, Hinit and Hrest The final result of this step are 
HMM definition files for all phonemes. 
 

Decoding 
 

Hvite is used for recognize the test data.  The inputs to the 
Hvite are test data, HMM definition file, dictionary, network 
and list of phonemes in the HMM state. Hparse uses the 
language model and dictionary to produce the network file. 
As well as providing basic recognition, Hvite can perform 
forced alignments, lattice re-scoring. 
 

Experimental Result 
 

In our research two experiments can be carried out to show 
the effectiveness of linear dimensionality Reduction 
technique. These two experiments were done with ELDA 
Tamil speech corpus. First experiment uses high dimensional 
acoustic feature vector and second experiment was done with 
low dimensional acoustic feature vector. The Table1 shows 
the comparison of two experiments. 
 
 
 
 
 
 

CONCLUSION 
 

This paper presents a method of dimensionality reduction in 
Tamil language speech recognition system using Linear 
Discriminant Analysis. LDA was applied successfully to find 

Table 1 Comparison between high dimensional acoustic 
vector and low dimensional acoustic vector. 

 

Techniques Speech Corpus WER 
High Dimensional Acoustic Feature Vector ELDA corpus 15.4 
Low Dimensional Acoustic Feature   Vector ELDA corpus 15.6 
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an optimal linear combination of successive vectors of a 
feature stream for automatic speech recognition. LDA reduces 
the training time of the acoustical model also reduces the size 
of the acoustical model. This paper concludes Linear 
discriminant analysis (LDA) is a good methodology in finding 
an optimal linear feature subspace. LDA produces better 
result than the other dimensionality reduction techniques. 
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